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Annotation  

Relevance. As sixth-generation (6G) wireless systems pursue extreme requirements in throughput, latency, reliabil-
ity, and adaptability, the design of channel coding schemes becomes increasingly critical. This paper presents a com-
prehensive comparison between Low-Density Parity-Check (LDPC) codes and Polar codes, the two most promising 
channel coding candidates for 6G. We analyze their respective strengths across key metrics including data through-
put, error-correction capability, decoding complexity, hardware implementation, and adaptability to dynamic com-
munication scenarios. Furthermore, we explore recent advances in unified channel coding frameworks, including 
generalized LDPC with Polar-like components (GLDPC-PC) and artificial intelligence (AI)-assisted decoders, which 
aim to bridge the performance gap across diverse 6G scenarios.  
Purpose. This paper aims to provide a systematic and measurable comparison of LDPC and Polar codes for 6G, while 
also examining the feasibility of unified coding frameworks to bridge their performance gaps. 
Methods used. This study employs a systematic literature review. The analysis first evaluates LDPC and Polar codes 
against four key metrics: data throughput, error-correction capability, decoding complexity and hardware imple-
mentation, and flexibility. It then examines advancements in long- and short-block code design and unified frame-
works. The comparison is substantiated by a quantitative analysis of documented performance data. 
Results. LDPC codes demonstrate strong hardware scalability and parallelism, while Polar codes excel in short-
packet error correction. Unified approaches integrate their advantages, enhancing adaptability to diverse scenarios.  
Novelty. Unlike prior works with fragmented analyses, this study combines comparative evaluation with an explora-
tion of unified frameworks, providing an integrated perspective. 
Theoretical significance. The results enrich theoretical understanding of 6G coding trade-offs. The paper offers a 
guidance for researchers and standardization bodies in designing future coding strategies. 
Practical significance. The practical significance of the work lies in the fact that the conducted comparative study 
of LDPC and Polar codes enables a well-founded selection of channel coding schemes for various 6G communication 
scenarios. The obtained results can be used in the design of 6G communication systems to optimize the choice between 
codes: Polar codes are suitable for short packets requiring low latency and high energy efficiency, while LDPC codes 
(particularly SC-LDPC) are ideal for long codes where hardware scalability and parallelism are critical. The results 
are also applicable to the development of unified decoders and adaptive systems capable of dynamically switching 
between schemes, which enhances the flexibility and efficiency of future telecommunication infrastructures. 
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Аннотация  

Актуальность. По мере того, как беспроводные системы 6G стремятся удовлетворить экстремальные 
требования к пропускной способности, задержке, надежности и адаптивности, проектирование схем ка-
нального кодирования приобретает все более критическое значение. В данной статье представлен всесто-
ронний сравнительный анализ кодов с малой плотностью проверок на четность (LDPC) и полярных кодов – 
двух наиболее перспективных кандидатов на роль канальных кодов для 6G. Рассматриваются их сильные 
стороны по ключевым метрикам, включая пропускную способность передачи данных, помехоустойчивость, 
сложность декодирования, аппаратную реализацию и адаптивность к динамичным условиям связи. Кроме 
того, обсуждаются современные подходы к созданию унифицированных фреймворков канального кодирова-
ния, включая обобщенные коды LDPC с компонентами, аналогичными полярным, и декодеры, основанные на 
искусственном интеллекте, направленные на сокращение разрыва в производительности в различных сце-
нариях 6G. Целью данной работы является проведение систематического и измеримого сравнения LDPC и 
полярных кодов для 6G, а также изучение возможностей унифицированных кодовых структур для преодо-
ления их разрыва в производительности. 
Используемые методы. В данном исследовании применяется систематический обзор литературы. Ана-
лиз начинается с оценки кодов LDPC и полярных кодов по четырем ключевым метрикам: пропускная спо-
собность, помехоустойчивость, сложность декодирования и аппаратная реализация, а также гибкость. 
Затем рассматриваются достижения в области проектирования длинных и коротких блочных кодов, а 
также унифицированные фреймворки. Сравнение подкреплено количественным анализом документиро-
ванных данных о производительности. 
Результаты. Коды LDPC демонстрируют высокую масштабируемость и возможность параллельной ап-
паратной реализации, тогда как полярные коды показывают преимущества в коррекции ошибок при ко-
ротких блоках. Унифицированные подходы позволяют объединить их сильные стороны, повышая адаптив-
ность к различным сценариям.  
Новизна. В отличие от предыдущих работ с фрагментарным анализом, данное исследование объединяет 
сравнительную оценку с рассмотрением унифицированных подходов, формируя целостное представление. 
Теоретическая значимость. Результаты обогащают теоретическое понимание компромиссов при вы-
боре кодов для 6G и расширяют знания о перспективах их развития. Работа предлагает прикладные ори-
ентиры для исследователей и органов стандартизации при разработке стратегий построения кодовых 
схем следующего поколения. 
Практическая значимость. Полученные результаты могут быть использованы при проектировании си-
стем связи 6G для оптимизации выбора между кодами: полярные коды – для коротких пакетов с требовани-
ями низкой задержки и высокой энергоэффективности; LDPC (в частности, SC-LDPC) – для длинных кодов, где 
критичны аппаратная масштабируемость и распараллеливание. Результаты также применимы для разра-
ботки унифицированных декодеров и адаптивных систем, динамически переключающихся между схемами, 
что повышает гибкость и эффективность телекоммуникационных инфраструктур. 
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Introduction 

Channel coding adds structured redundancy to 
transmitted signals, enabling robust error correction 
against noise, interference, and channel fading, thereby 
ensuring data integrity at the receiver side [1]. It is fun-
damental to maintaining both transmission reliability 
and user experience in modern wireless communica-
tion systems. Compared with the fifth-generation (5G) 
networks, sixth-generation (6G) communications aim 
to deliver significantly higher throughput, ultra-low la-
tency, high accuracy and flexibility [2, 3]. These ambi-
tious goals impose unprecedented demands on for-
ward error correction (FEC) schemes in terms of de-
coding efficiency, flexibility, and hardware scalability. 

Current mainstream channel coding techniques in-
clude Turbo codes, Low-Density Parity-Check (LDPC) 
codes, and Polar codes. Turbo codes provide excellent 
error correction performance but depend on iterative 
decoding with limited parallelism capabilities, result-
ing in high latency and reduced scalability. These char-
acteristics make them less favorable for core 6G scenar-
ios that demand ultra-low latency and extremely high 
data throughput [4, 5]. In contrast, LDPC and Polar 
codes have already been adopted in global wireless 
standards due to their capacity-approaching perfor-
mance and favorable decoding characteristics [1]. Both 
are theoretically capable of approaching the Shannon 
limit and are better aligned with the stringent KPIs of 
6G communications. However, given the complexity 
and diversity of future 6G scenarios, there remains a 
critical need for comprehensive evaluation and com-
parative analysis of these two coding paradigms to 
guide optimal coding scheme selection. 

Although several studies have provided comprehen-
sive analyses of channel coding schemes for 6G  
[6–8], most remain limited to qualitative descriptions 
of the fundamental characteristics and trade-offs of 
LDPC and Polar codes. While some recent works have 
highlighted individual advancements in these codes, a 
systematic comparison under key 6G performance met-
rics is still lacking – particularly regarding their adapt-
ability to both long and short block length scenarios. 
Furthermore, the feasibility and design path of a unified 
channel coding framework for 6G have yet to be thor-
oughly investigated. 

This paper presents a systematic and in-depth anal-
ysis of the recent developments of LDPC and Polar 
codes in the context of 6G. We begin by examining their 
fundamental code structures and decoding architec-
tures. Then we compare their advancements across 4 
key dimensions: data throughput, error correction per-
formance, decoding complexity and hardware imple-
mentation, and flexibility and adaptability. Furthermore, 
we analyzed the development trends of long and short 

block codes in 6G communication systems and summa-
rized the current key technological approaches and rep-
resentative research achievements. Finally, we explore 
the evolution and representative approaches of unified 
channel coding frameworks. Our objective is to clarify 
the design trade-offs and potential synergies between 
these two coding paradigms, providing valuable insights 
for the design of next-generation channel coding strate-
gies in 6G. 

 
Fundamentals of LDPC and Polar Codes 

LDPC codes, as one of the FEC codes with excellent 
performance, are also a hot spot area for 6G channel 
coding. LDPC codes are a class of linear block codes 
with sparse check matrices, which were first proposed 
in [9]. The LDPC code can be determined by the check 
matrix H, which is a sparse matrix of size m×n where m 
is the length of the check bits, n is the length of the LDPC 
code, the length of the information bits is k = n − m, and 
the code rate is R = k / n. The structure of LDPC codes is 
flexible, primarily determined by the design of the H 
matrix. By adjusting the number of rows and columns 
in the H matrix, both the code rate and code length can 
be flexibly controlled. The construction methods of the 
LDPC code’s H matrix can be broadly categorized into 
random construction and structured construction, each 
with its own advantages and disadvantages. H matrices 
generated through random construction can theoreti-
cally approach the Shannon limit, but their irregular 
structure leads to complex hardware implementation 
and makes it difficult to optimize the decoder for paral-
lel processing [9, 10]. In contrast, H matrices generated 
through structured construction are hardware friendly 
and support efficient parallel decoding, but their per-
formance is inferior to that of optimally constructed 
random LDPC codes [11, 12]. 

In order to more intuitively show the sparse connec-
tion relationship between the information bit (variable 
node) and the check bit (check node) in the H matrix, 
and to identify the local structural features of the H ma-
trix, the H matrix can be represented by a Tanner graph 
[13]. The 6 columns and 4 rows check matrix H of a 
LDPC code, along with its corresponding Tanner graph 
is illustrated in Fig. 1. In the Tanner graph, a closed loop 
starting from a node and returning to the starting point 
after passing through several edges without repeating 
the path is called a cycle. The red line in Fig. 1 shows a 
circle with a girth of 6. The girth will directly affect the 
performance of the LDPC codes decoding algorithms. 
Short cycles limit the independence between nodes, 
causing local errors to propagate rapidly through the 
cyclic structure. This causes the BER of the decoding al-
gorithm to stagnate at high SNR, resulting in an error 
floor. To improve the reliability and efficiency of LDPC 
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codes, designers commonly avoid 4-cycles and target 
girth ≥ 6; in modern standards such as 5G NR and Wi-Fi 
6 [14]. 

LDPC codes decoding relies on an iterative process 
that involves exchanging messages between the VNs 

and CNs in the Tanner graph [13]. At current, soft deci-
sion algorithm is the mainstream algorithm of LDPC 
codes decoding algorithm, and the BP decoding algo-
rithm, which is closest to the channel capacity, is the 
soft decision decoding algorithm [15]. 

 
Fig. 1. H Matrix of LDPC Code with 6 Columns and 4 Rows and the Corresponding Tanner Graph 

The soft decision algorithm is based on probability 
theory in which the message passed is the probability 
value associated with the occurrence of a particular bit. 
Fig. 2 illustrates a typical computational model of a soft 
verdict decoding algorithm, where the original posteri-
ori probabilities are first input to the VNs, and then the 
information is iterated between the VNs and CNs. Soft 
decision decoding algorithms also include LLR-BP, MS, 
and so on. 

 
Fig. 2. Soft Decision Algorithm Typical Computational Model 

As the length of LDPC codes increases, the parity 
check matrix becomes larger while maintaining low 
density, resulting in longer cycles in the Tanner graph 
and reducing the impact of short cycles. Meanwhile, in 
the sparse matrix of long LDPC codes, the large number 
of nodes and sparse connections allow messages to 
propagate through multiple independent paths during 
the iterative process. The independent information 
from these paths complements each other, enabling the 
decoding algorithm to cross verify errors from multiple 
perspectives in each iteration, leading to significantly 
improved error correction performance [9, 16]. There-
fore, LDPC codes are particularly well suited for trans-
mission schemes involving long code blocks. For in-
stance, 5G NR supports a maximum code length of up to 
8448 bits, which provides favorable conditions for 
LDPC codes to achieve highly parallel decoding and 
near Shannon limit performance, allowing their ad-
vantages to be fully realized (https://portal.3gpp.org/ 
ngppapp/CreateTdoc). 

Polar codes have been rigorously proven to achieve 
the Shannon capacity. The core structure of Polar codes 
is processed by channel polarization [17]. Channel po-
larization includes two parts: channel merging and 
channel decomposition. When the number of merged 
channels tends to infinity, polarization phenomenon 
will occur: one part of the channel will tend to a noise-
less channel, and the other part will tend to a full-noise 
channel. The transmission rate of the noiseless channel 
will reach the channel capacity, while the transmission 
rate of the full noise channel tends to 0. Fig. 3 briefly 
illustrates the channel polarization process of Polar 
codes. The polarized subchannels are sorted by reliabil-
ity, where the high reliability subchannels (lower 
noise) are used for transmitting user information as in-
formation bits; while the low reliability subchannels 
(higher noise) are designated as frozen bits, transmit-
ting a predetermined value (usually 0) to aid in decod-
ing. In a Polar code of length N, K of the most reliable 
subchannels are selected as information bits, while the 
remaining N−K are frozen. This leads to a code rate of 
R = K / N. 

 
Fig. 3. Polar Codes Channel Polarization Process 

The generator matrix of Polar codes is constructed 
recursively using the Kronecker product. For a code 

https://portal.3gpp.org/ngppapp/CreateTdoc
https://portal.3gpp.org/ngppapp/CreateTdoc
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length N = 2n (where n ≥ 1), the core formula of the gen-
erator matrix is given as shown in (1) where BN repre-
sents the bit reversal permutation matrix, which is used 
to reorder the input bits by performing a bit reversal 
operation on their indices. 

𝐆𝑁 = 𝐁𝑁 ⋅ 𝐆2
⊗𝑛, 𝑁 = 2𝑛 , 𝐆2 = [

1 0
1 1

]. (1) 

Due to the inherent characteristics of channel polar-
ization and the recursive construction of the generator 
matrix, the code length N of Polar codes must be 2n. As 
a result, Polar codes are less flexible in terms of code 
length compared to LDPC codes. In practical applica-
tions, shortening or puncturing techniques can be em-
ployed to adapt Polar codes to lengths that are not 2n, 
but this typically results in performance degradation. 
The recursive construction of Polar codes makes the re-
liability of each sub-channel dependent on the decoding 
results of preceding channels. Since channel polariza-
tion is inherently a sequential process, the successive 
cancellation (SC) decoding algorithm becomes the most 
natural and efficient choice [17]. The SC decoding algo-
rithm can be abstractly represented as a binary tree 
traversal. Fig. 4 illustrates the decoding tree for a Polar 
code (N = 8, K = 4). The tree contains of 1 + log2N layers 
(including the root layer), and each layer i has 2i nodes. 
Information bits and frozen bits are denoted by black 
and white circles. For each internal node in the tree, if 
both of its descendants have the same color, the node is 
marked with that color; otherwise, it is marked in gray. 
SC decoding leverages the information from already de-
coded bits to assist in making decisions for subsequent 
bits. It is simple to implement and well-suited for low-
power scenarios. However, its main drawback lies in er-
ror propagation in short code blocks. Due to insufficient 
polarization of short code blocks, the reliability gap be-
tween channels is small, making it difficult for SC to ef-
fectively distinguish between good and bad channels. 
Once an error occurs, it tends to propagate along the de-
coding path, leading to further decoding failures. As a re-
sult, the BER tends to stagnate in the high SNR region. 

 
Fig. 4. Polar Code (N = 8, K = 4) Decoding Tree 

In order to overcome the performance limitations of 
the basic SC algorithm in short code blocks, the Succes-
sive Cancellation List (SCL) and the Cyclic Redundancy 
Check-Aided Successive Cancellation List (CA-SCL) de-
coding algorithms have been proposed as improved so-
lutions [18, 19]. The SCL algorithm maintains a list of 
candidate decoding paths (with a list size L) and ex-
pands up to L paths for each information bit, thereby re-
ducing the impact of errors in any single decoding path. 
At the final stage, the most probable path is selected as 
the output, significantly enhancing error correction per-
formance [18]. CA-SCL further integrates cyclic redun-
dancy check (CRC) check bits during encoding, and dur-
ing decoding, it prioritizes candidate paths that pass the 
CRC check. In the final selection, only the CRC-passing 
paths are considered, which further improves decoding 
accuracy [19]. In the 5G NR system, to meet the dual re-
quirements of high reliability and short code length for 
control channels, CA-SCL algorithm is used for Polar-
coded control information (https://portal.3gpp.org). 

 
LDPC and Polar comparison in 6G 

As the two most promising mainstream channel cod-
ing technologies for 6G, LDPC codes and Polar codes 
have made important progress in their respective 
fields. In this section, we discuss and analyze the devel-
opment process of LDPC codes and Polar in 6G from 
four aspects: data throughput, error correction perfor-
mance, decoding complexity and hardware implemen-
tation, flexibility and adaptive coding. 

Data throughput 

Channel coding in 6G communication system pre-
sents significant challenges due to the stringent power 
and energy efficiency constraints required to achieve 
Tbps throughput. As a key physical layer technology for 
achieving ultra-high-throughput, channel coding 
schemes must continue to evolve through innovations 
in code structure design, improvements in decoding al-
gorithms, and more efficient hardware architecture in 
order to meet the stringent performance requirements 
of 6G. At present, significant progress has been made in 
achieving Tbps-level high-throughput decoding 
schemes for both LDPC and Polar codes. In the follow-
ing, we provide a comparative analysis of the technical 
challenges and specific solutions related to realizing 
Tbps throughput for these two coding schemes. 

Achieving Tbps-level throughput inevitably requires 
extensive parallel computation [20]. However, due to 
the recursive structure of channel polarization, Polar 
codes exhibit inherent sequential dependencies. Alt-
hough SCL and CA-SCL decoding allow partial parallel-
ism during path expansion and CRC checking, the core 
decoding process still requires sequential execution, 
thereby limiting the parallel decoding capability of Po-
lar codes. In recent years, more high-speed Polar code 
decoder designs based on parallel architecture have 

https://portal.3gpp.org/
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been proposed, including pipeline structures, partially 
parallel decoding and improved SC decoders [21–23]. 
These methods achieve higher throughput and reduce 
complexity in hardware implementation. The current 
Fast Polar code solution has achieved a data through-
put of 1229 Gbps, meeting the throughput require-
ments of 6G [24]. The Fast Polar code solution improves 
decoding efficiency by optimizing the entire decoding 
tree architecture and hardware design. 

The decoding algorithm of Fast Polar codes builds 
upon the Simple SCL (SSCL) framework [23, 24]. The 
SSCL decoding algorithm accelerates conventional SCL 
decoding by identifying 4 types of special nodes: Rate-

0, Rate-1, Repetition (REP), and Single Parity Check 
(SPC). A Rate-0 node consists entirely of frozen bits, 
which are typically set to zero, while a Rate-1 node con-
tains only information bits. A Rep node has all bits fro-
zen except for the last one, which is an information bit. 
In contrast, an SPC node has only the first bit frozen, 
with the remaining bits serving as information bits 
[24]. Fig. 5 illustrates the decoding tree of a Polar code 
(N = 32, K = 16), which contains 4 types of special 
nodes. These special nodes enhance decoding efficiency 
by reducing recursive traversals, minimizing path ex-
pansions, and enabling parallel computation. As shown 
in Fig. 6, the decoding tree of Fig. 5 has been simplified 
by applying special node identification. 

 
Fig. 5. Decoding Tree of a Polar Code (N = 32, K = 16) with 4 Types of Special Nodes 

 
Fig. 6. Simplified Decoding Tree of a Polar Code (N = 32, K = 16) 

The Fast SC decoding algorithm further extends 4 ad-
ditional types of special nodes (subtree structures): 
dual-SPC (SPC-2) nodes, dual-REP (REP-2) nodes, re-
peated parity check (RPC) nodes, and nested parity 
check (NPC) for each type [24]. Then for medium-code-
rate nodes that do not contain any of the 8 special node 
types, 2 extended Bose – Chaudhuri – Hocquenghem 
(BCH) codes are introduced to replace the original 
outer Polar code. By leveraging the superior minimum 
distance of BCH codes, this approach enhances error 
correction capability while also reducing decoding la-
tency. Finally, by reallocating the code rate across the 
entire Polar code, all nodes reaching a certain size can 

be transformed into one of the 8 special node types or 
replaced with BCH codes, thereby maximizing the po-
tential for fast decoding. The Fast SC decoding tree 
structure can be briefly represented as shown in Fig. 7. 
Such an approach significantly simplifies the decoding 
tree structure, greatly reducing the traversal depth, ef-
fectively avoiding the inefficient path processing over-
head commonly encountered in conventional SCL de-
coders, thereby substantially improving decoding 
speed and laying the foundation for highly parallel de-
coding architectures. In hardware implementation, 
Fast Polar decoders commonly adopt a fully unrolled 
pipelined architecture combined with multiple dedi-
cated processing elements, maximizing both parallel 
coverage of the decoding process and hardware re-
source utilization, thus supporting Tbps-level high-
speed communication demands [24]. The unfolded de-
coder for Fast Polar codes implemented on 16 nm FPGA 
supports a code length of N=1024 and a code rate of 
R = 0.875. With a chip area of just 0.3 mm2, it achieves 
an impressive data throughput of 1229 Gbps, reaching 
a breakthrough area efficiency of 4096 Gbps/mm2. 

Unlike Polar codes, LDPC codes, due to their sparse 
parity-check matrix structure and the characteristics of 
message-passing algorithms, can achieve efficient par-
allel decoding by enabling simultaneous operations on 
multiple nodes through the Tanner graph [9, 12, 25]. In 
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practical applications, the high parallelism of LDPC 
codes can cause multiple processing units to access the 
same nodes simultaneously, leading to data access con-
flicts and routing congestion, which ultimately degrade 
decoding performance [25]. The routing congestion 
problem in high-throughput LDPC decoders essentially 
arises from hardware resource contention caused by 

the parallel computation mode. By optimizing the de-
coding algorithms and hardware architectures, routing 
congestion can be alleviated, thereby maximizing hard-
ware utilization. The row-based and column-based lay-
ered decoding algorithms group check nodes or varia-
ble nodes into layers, processing one layer at a time.  

 
Fig. 7. Fast SC Decoding Tree with 8 Types of Special Nodes and BCH Codes 

This decoding method is no longer fully parallel but 
partially parallel, yet it still significantly improves 
throughput while alleviating routing congestion issues 
[12, 25]. Currently, the highest-throughput LDPC de-
coder adopts a full-row layered decoding algorithm, 
combined with frame interleaving and multi-core tech-
niques, achieving a data throughput of 860 Gbps [12]. 
The entire decoding process uses only a three-stage 
pipeline, where frame interleaving allows different 
frames’ data to be interleaved and processed simultane-
ously within the pipeline, enhancing parallelism and 
hardware utilization while keeping the architecture sim-
ple. The above decoder adopts an 8-core parallel archi-
tecture implemented with 16nm ASIC technology, 
achieving 860 Gbps data throughput for the (1032, 860) 
LDPC code. It occupies a core area of 1.48 mm2, resulting 
in an area efficiency of 581.1 Gbps/mm2. Meanwhile, the 
decoder maintains flexibility in code rate, iteration 
count, early stop, and suitable for (1–2K) medium length 
LDPC codes. The current highest throughput decoding 
solutions for Polar and LDPC codes are compared in Ta-
ble 1. 

TABLE 1. Comparison of Highest Throughput Decoders for Polar  
and LDPC Codes 

Parameter Polar codes LDPC codes 

Throughput (Gbps) 1229 860 

Algorithm Fast Polar Layered 

Decoding 
architecture 

Fully unrolled 
pipelined dedicated  
processing elements 

Multi-core full-row 
parallel layered 

frame interleaving 

Code length 1024 1032 

Code rate 7/8 5/6 

Technology 16 nm FPGA 16 nm ASIC 

Frequency (MHz) 1200 1000 

Core area (mm2) 0.30 1.48 

Area efficiency 
(Gbps/mm2) 

4096 581.1 

Parameter Polar codes LDPC codes 

Energy efficiency 
(pJ/bit) 

0.63 3.24 

Supported code 
lengths 

Fixed (1–2k) 

Supported code 
rates 

Fixed Flexible code rate 

As shown in Table 1, the data throughput of Polar 
codes is significantly higher, primarily due to the ex-
tremely unfolded pipelined design. However, leading in 
throughput does not imply comprehensive superiority; 
the Polar solution achieves its throughput at the cost of 
extremely high resource consumption. The Fast Polar 
decoder fully unfolds the entire Polar decoding tree, as-
signing a dedicated computational unit to each node for 
maximum parallelism. As code length increases, the re-
quired logic gate count grows exponentially, severely 
constraining practical applications. In reality, Polar 
codes can only be implemented with limited lengths – 
longer codes (more than 10000 bits) become impracti-
cal. This approach is highly customized, supporting 
only fixed code lengths and code rates. Any changes in 
communication standards or application requirements 
necessitate complete hardware redesign, making large-
scale production challenging. In real world communica-
tion systems, channel coding needs to dynamically 
adapt to different scenarios, and the lack of flexibility is 
a major drawback. In contrast, LDPC decoding solutions 
achieve a better balance between high-throughput, and 
flexibility. Although its multi-core architecture en-
hances performance, it also incurs substantial hard-
ware resource consumption, potentially limiting de-
ployment in resource-constrained applications. In sum-
mary, if extreme throughput and energy efficiency are 
the priority and resources are abundant, the fully un-
folded Polar solution is a good choice. However, if usa-
bility, flexibility, and scalability are more critical, the 
multi-core LDPC architecture is clearly the more prac-
tical and rational option. 
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Error correction performance 

The error correction performance of both LDPC and 
Polar codes improves significantly as the code length 
increases, but their optimization mechanisms differ. 
LDPC codes benefit from the increased structural flexi-
bility of the parity-check matrix, enabling the construc-
tion of sparse matrices with larger minimum girth, 
which effectively reduces the error floor [26]. In con-
trast, Polar codes rely on the channel polarization ef-
fect; as the code length N increases, the proportion of 
reliable subchannels K/N approaches the channel ca-
pacity C, theoretically enabling performance close to 
the Shannon limit [17]. Under short code length condi-
tions, LDPC codes suffer from increased error floors 
due to limited sparsity and smaller girth, while Polar 
codes experience a decline in error correction capabil-
ity due to incomplete channel polarization and a higher 
number of unreliable subchannels. In addition to code 
length and structure, the choice of decoding algorithm 
also significantly impacts the error-correcting perfor-
mance of LDPC and Polar codes. Generally speaking, 
more advanced and complex decoding algorithms pro-
vide better error correction performance [27, 28]. 

In the 6G system, the error correction performance 
of LDPC and Polar codes continues to evolve to meet the 
demands of ultra-large-scale data transmission and ul-
tra-high reliability, and is constantly optimized for their 
respective applicable scenarios. For LDPC codes, in or-
der to improve the base matrix design, a graph theo-
retic method based on edge coloring has been pro-
posed. In the construction of codes, this method ana-
lyzes the edge coloring properties of the VN graph to 
identify specific 6-cycle and 8-cycle structures that 
should be avoided in the exponent matrix. By effec-
tively eliminating the occurrence of 8-cycles, the code 
performance is enhanced and the error floor is signifi-
cantly reduced [26]. At the same time, to improve the 
performance of layered decoding algorithms, analyzing 
the trapping sets layer profile and optimizing the layer 
update order can effectively reduce the error floor of 
LDPC decoders and enhance error-correcting capabil-
ity [27]. Additionally, to improve performance in short 
code length scenarios, generalized LDPC codes have 
been proposed, in which some of the single parity check 
nodes in traditional LDPC codes are replaced with more 
powerful generalized constraint nodes (such as BCH 
codes). Combined with optimized decoding algorithms, 
this approach improves error correcting performance 
and decoding efficiency in short block lengths, surpas-
sing Polar codes and CA-SCL decoding schemes [29]. 
For Polar codes, to further enhance performance in 
short code length, Parity-Check-Concatenated Polar 
Codes have been proposed. By introducing parity-
check codes outside the Polar code structure and lever-
aging their flexible design with distributed layout char-
acteristics, this approach helps the SCL decoder effec-
tively detect and prune error paths [30], thus demon-
strating enhanced error correction capability in short-

code and low-code-rate scenarios. Improvements to 
the decoder include two methods aimed at leveraging 
the error correction capability of CRC to enhance the 
decoding performance of Polar codes under short code 
length conditions [28]. Error-Correcting Table based 
segmented CA-SCL decoder introduce segmented CRC 
checks and pre-constructed error lookup tables to ena-
ble efficient identification and correction of local er-
rors, thereby improving overall decoding performance. 
Deep Learning based segmented CA-SCL decoder lever-
ages deep learning models to automatically learn com-
plex error patterns and combines them with segmented 
CRC for dynamic path adjustment and error correction, 
thus enhancing decoding accuracy, robustness, and 
adaptability [28]. 

Overall, the development direction for 6G LDPC 
codes focuses on achieving efficient error correction 
performance across both long and short code length 
scenarios by enhancing girth, eliminating the effects of 
trap sets and optimizing short codes structures, while 
Polar codes, through structural and decoder optimiza-
tion, have enhanced its performance advantage in short 
code length, demonstrating stronger competitiveness 
in control signaling and small data packet high-reliabil-
ity transmission. 

Decoding complexity and hardware implementation 

LDPC codes employ message-passing-based itera-
tive decoding algorithms, such as the belief propagation 
(BP) algorithm, the min sum (MS) algorithm, and their 
improved variants [31, 32]. The core idea of message 
passing is to progressively refine the estimation of the 
codeword through information exchange between VNs 
and CNs. The typical decoding complexity of LDPC 
codes is O(NdcI) where N is the code length, dc is the 
check node degree, and I is the number of iterations. O 
represents the scaling trend of decoding complexity, 
but since the computational load for a single message 
update operation differs across algorithms, the actual 
complexity must be multiplied by a different constant. 
In Polar code decoding, the SC algorithm processes 
each bit by traversing a tree of depth logN, resulting in 
an overall complexity of O(NlogN) for N bits [17]. The 
SCL algorithm enhances SC by maintaining L decoding 
paths. The increased complexity in SCL comes from 
path extension, metric calculation, and pruning, raising 
the total complexity to O(LNlogN+LNlogL) [18]. CA-SCL 
further adds a CRC check on top of SCL. For each of the 
L candidate paths, a CRC check with complexity O(m) 
(where m is the CRC length) is performed. Therefore, 
the CRC stage adds O(Lm) to the overall cost, resulting 
in a final CA-SCL decoding complexity of 
O(LNlogN+LNlogL+Lm) [18, 19]. Generally, higher-or-
der decoding algorithms exhibit higher computational 
complexity and superior decoding performance. How-
ever, theoretical performance should not be the sole fo-
cus; the feasibility and efficiency of hardware imple-
mentation must also be carefully considered. 
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In practical applications, LDPC and Polar codes face 
different challenges in hardware implementation. 
LDPC decoding relies heavily on parallel and iterative 
computations, which generate a large volume of inter-
mediate data, often leading to routing congestion and 
significantly increasing memory resource require-
ments [6, 33]. In contrast, Polar codes typically employ 
SCL and its enhanced decoding algorithms, which re-
quire tracking multiple decoding paths simultaneously. 
Each path must independently store its intermediate 
states, resulting in significant implementation chal-
lenges in multi-path memory management, path sort-
ing, and parallelization within the recursive decoding 
structure [18, 34, 35]. LDPC codes can reduce the rout-
ing complexity of decoders by optimizing the intercon-
nect structure between nodes. Simultaneously, strate-
gies such as layered decoding and phased update mech-
anisms can effectively mitigate computational resource 
contention and routing congestion [12, 25, 33]. Build-
ing on this, the introduction of multi-level storage ar-
chitectures and intelligent data scheduling mechanisms 
enables most data flows to be processed locally, signif-
icantly reducing long distance cross module transfers 
and routing resource consumption, while avoiding re-
dundant data access, computation, and storage opera-
tions [36]. These techniques significantly reduce hard-
ware resource consumption while meeting high-
throughput demands, making LDPC codes especially 
suitable for 6G communication systems where both en-
ergy efficiency and throughput are critical.  

SCL decoding algorithms and their variants can dy-
namically eliminate redundant paths through tech-
niques like path merging and pruning, thereby reducing 
the number of paths that need to be managed and stored 
during decoding [34, 35]. Additionally, by integrating 
node-level parallel processing, unfolded hardware im-
plementations of recursive structures, and pipeline opti-
mization strategies, higher data throughput and efficient 
utilization of hardware resources can be achieved while 
ensuring decoding performance [22, 24]. The main prac-
tical issues of LDPC and Polar codes, along with their cor-
responding solutions in decoding algorithms and hard-
ware optimization, are given in Table 2. 

TABLE 2. The Main Application Challenges of LDPC and Polar Codes, 
and Their Solutions in Decoding Algorithms and Hardware Optimization 

Aspects LDPC codes Polar codes 

Main hardware 
challenges 

High storage resource 
consumption, 

routing congestion, 
resource contention 

Large multi-path 
storage overhead, 

complex path sorting 
management, 

recursive structure 
hinders parallelism 

Algorithm 
optimization 
strategies 

Layered decoding, 
partial update, optimized 
Tanner graph connectivity 

Path pruning and 
merging, simplified 

path splitting, 
node-level 
parallelism 

Aspects LDPC codes Polar codes 

Hardware 
optimization 
methods 

Multi-level memory  
hierarchy, intelligent data 

scheduling, localized 
memory access, 

module reuse and com-
pute / data separation 

Unrolled recursive 
structure, pipeline 
structure design, 

compressed storage 
and path reuse 

In conclusion, a more rational decoding algorithm de-
sign can significantly alleviate common challenges en-
countered in hardware deployment. By combining hard-
ware-oriented structural optimization and efficient im-
plementation strategies, it is possible to not only im-
prove overall decoding efficiency but also reduce area 
and power consumption while meeting performance re-
quirements, thereby achieving a communication system 
design with higher engineering feasibility. 

Flexibility and adaptive coding 

The communication environment in 6G systems is 
more complex and dynamic, requiring channel coding 
schemes to possess a high degree of flexibility and 
adaptability. Flexibility refers to the ability of a coding 
scheme to support various code lengths, code rates, and 
hardware implementation architectures, serving as the 
foundation for adaptability. Adaptability refers to the 
capability of the coding scheme to dynamically adjust 
its parameters based on real-time channel conditions, 
user demands, and resource availability. 

As the two mainstream channel coding schemes, 
LDPC codes and Polar codes demonstrate different 
strengths and application scopes in terms of flexibility 
and adaptability due to their structural design differ-
ences. LDPC codes, owing to the sparse structure of their 
parity-check matrices, exhibit excellent performance in 
terms of flexibility and adaptability [32, 37]. Through 
flexible configuration of matrix structures, LDPC codes 
support a wide range of code lengths and code rates, ac-
commodating various modulation schemes and spec-
trum configurations. This enables effective support for 
dynamic spectrum access and elastic resource schedul-
ing [38]. At the hardware level, the quasi-cyclic structure 
of LDPC codes facilitates modular hardware design, en-
hancing hardware reusability and allowing flexible pa-
rameter adjustment based on service requirements. This 
endows encoder and decoder architectures with dy-
namic reconfiguration capabilities [37, 38]. In terms of 
adaptability, LDPC codes utilize mechanisms such as 
puncturing, repetition, and rate matching to flexibly ad-
just the effective code rate under dynamic channel con-
ditions [38, 39]. In HARQ schemes, LDPC codes support 
incremental redundancy retransmission and soft infor-
mation accumulation decoding, significantly improving 
link reliability and transmission efficiency [40]. Further-
more, LDPC codes have the ability to dynamically opti-
mize the decoding process based on channel conditions. 
By adding a small amount of logic and memory overhead, 
the maximum number of decoding iterations can be 
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adaptively adjusted according to the channel state, 
achieving an optimized balance between decoding per-
formance and computational complexity [41]. 

Compared with LDPC codes, Polar codes exhibit cer-
tain limitations in terms of flexibility, as their code 
length must be 2n [17, 42]. This constraint compro-
mises both the efficiency and performance of tradi-
tional construction methods when dealing with code-
words whose lengths are not 2n, thus limiting their suit-
ability for large-scale, dynamic resource allocation sce-
narios [42]. To overcome the limitations of traditional 
Polar codes in terms of flexibility, researchers have pro-
posed various enhancement strategies. Firstly, at the 
code construction level, general construction tech-
niques such as universal frozen bit interpolation and 
simulation-driven codeword optimization have been 
introduced. These methods reduce reliance on specific 
channel models, thereby improving the applicability of 
Polar codes across diverse channel conditions [43–45]. 
Secondly, to address the original design constraint of 
Polar codes supporting only code lengths that are 2n, re-
searchers have developed variable-length techniques 
such as puncturing and shortening, enabling encoding 
for arbitrary frame lengths [46, 47]. In terms of adapt-
ability, Polar codes have also shown progressive im-
provements. By dynamically selecting frozen bit posi-
tions, pruning decoding paths, and adjusting decoding 
depth, Polar codes can optimize the decoding process 
in real time according to channel quality [48, 49]. More-
over, some studies have introduced AI-based mecha-
nisms for path selection, aiming to achieve intelligent 
and channel-aware adaptive optimization [28]. 

 
6G long and short code block channel coding  
selection 

6G communication scenarios are expected to exhibit 
an unprecedented diversity of requirements. On one 
hand, the growing demands of high-throughput ser-
vices such as 4K/8K video, XR, and holographic com-
munications are driving the evolution of 6G channel 
coding toward longer, high-capacity codes capable of 
supporting Tbps-level data streams with enhanced ro-
bustness. Accordingly, code lengths are expected to ex-
ceed 10000 bits [6] (https://hexa-x-ii.eu/wp-content/ 
uploads/2024/04/Hexa-X-II%20D4%203%20v1.0%20 
final.pdf). On the other hand, scenarios such as IoT clus-
ter communication, control signaling, semantic com-
munications, and V2X frequently involve small data 
packets, instantaneous response, and low-complexity 
constraints, which drive coding technologies to further 
optimize toward ultra-short code lengths (such as less 
than 128 bits) [50, 51]. The evolution trends in code 
lengths for 6G channel coding are summarized in Table 3.  

 

 
 

TABLE 3. Comparison between Long and Short Code Design  
Considerations in 6G Channel Coding 

Aspects Long code Short code 

Code length range > 10000 bits < 128 bits 

Application 
scenarios 

Holographic commu-
nications, 

4 K / 8 K video, 
XR entertainment 

V2X, 
IoT cluster communi-

cation, 
semantic communi-

cation, 
control signaling 

Performance 
characteristics 

High error correction 
capability, 

near capacity perfor-
mance, 

high parallelism 

Low latency, 
low complexity, 

fast decoding 

Deployment 
characteristics 

Rich computing  
resources 

(e.g., base stations, 
edge servers) 

Resource-con-
strained nodes 
(e.g., terminals,  

sensors) 

The stringent requirements for both long and short 
codes in 6G communications have spurred extensive re-
search on LDPC and Polar codes. In general, implement-
ing high-throughput decoders for short codes is rela-
tively easier than for long codes, as they require less 
memory, simpler wiring and control logic, and are more 
amenable to parallel and pipelined processing. Con-
seq11uently, short code decoders are more likely to 
achieve both high throughput and low latency in practi-
cal hardware deployments. By contrast, although long 
codes offer higher coding gains and better error perfor-
mance, their decoder design and hardware implementa-
tion still face a number of technical challenges. For LDPC 
codes, increasing the code length leads to a more com-
plex parity-check matrix, resulting in excessive intercon-
nect usage, routing congestion, and clock closure difficul-
ties in hardware implementation [25, 52]. Moreover, the 
iterative decoding process involves a large number of 
parallel node updates and message exchanges across 
thousands of edges, placing heavy demands on computa-
tional resources and memory bandwidth [53]. These fac-
tors degrade the iteration speed and further exacerbate 
latency and power consumption constraints. Currently, 
SC-LDPC codes can significantly alleviate the aforemen-
tioned implementation challenges due to their favorable 
structural characteristics, thereby enabling the design of 
high-throughput decoders for long code applications 
[33, 52]. Polar codes, on the other hand, demonstrate ex-
cellent performance in short code scenarios – particu-
larly when employing SCL and its variants as decoding 
algorithms. However, in long code regimes, they face no-
table limitations. Due to the bit serial nature of the Polar 
codes structure, parallelism is limited; as the length N 
and list size L increase, the overhead of path manage-
ment, metric updating and sorting, and LLR/partial-sum 
accesses in SCL decoding grows accordingly [17, 54], 
making it more challenging to realize hardware with 
both high throughput and low latency for long codes [18, 
55]. As a result, there is currently a lack of landmark 

https://hexa-x-ii.eu/wp-content/uploads/2024/04/Hexa-X-II%20D4%203%20v1.0%20final.pdf
https://hexa-x-ii.eu/wp-content/uploads/2024/04/Hexa-X-II%20D4%203%20v1.0%20final.pdf
https://hexa-x-ii.eu/wp-content/uploads/2024/04/Hexa-X-II%20D4%203%20v1.0%20final.pdf
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hardware implementations for high-throughput decod-
ers targeting long Polar codes. Table 4 summarizes the 
comparison of LDPC codes and Polar codes from differ-
ent perspectives of high-throughput decoding schemes 
for long code length. 

TABLE 4. Simplified Comparison: Long-Length LDPC vs. Polar Codes  
in High-Throughput Implementation 

Aspects LDPC Polar 

Structure 
Large-scale parity  

matrix, routing congestion 
Deep decoding tree,  

hierarchical dependencies 

Decoding 
Iterative, parallel 
message passing 

Serial SC/SCL,  
bit-wise dependency 

Resources 
High compute  

and memory bandwidth 
Exponential 

path/memory growth 

Throughput 
Limited by iteration  

and interconnect 
Hard to parallelize,  

low throughput 

Feasibility 
Mature hardware solu-

tions (e.g., SC/QC-LDPC) 
No high-throughput long-

code implementations 

In practical applications, it has been observed that, 
apart from SC-LDPC codes, most other coding schemes 
are restricted to short block lengths when targeting 
Tbps-level throughput [52, 56, 57]. In contrast, SC-
LDPC codes, owing to their spatially coupled, stream-
like (semi-infinite) structure, can theoretically support 
extremely long block lengths without compromising 
decoder throughput. 

The process of constructing a (3, 6, 2, L) SC-LDPC 
code coupling chain is as follows: Fig. 8a is a (3, 6) reg-
ular LDPC code protomodule graph with the basis ma-
trix B = [3 3], and Fig. 8b is the L identical but mutually 
uncorrelated LDPC code protomodule graphs. Then, the 
L mutually uncorrelated LDPC code original modal 
graphs are connected according to the edge expansion 
rule to obtain a SC-LDPC code coupling chain, as shown 
in Fig. 8c. 

   

    a)                                              b)                                                      c) 

Fig. 8. The Construction Process of SC-LDPC Code Original Modal Map 

Their architecture enables the chaining of multiple 
sub-decoders, each operating on smaller, localized sub-
blocks in a pipelined manner. This architectural ad-
vantage makes SC-LDPC particularly suitable for Tbps-
class decoder implementations in next-genera-tion sys-
tems [33, 52]. The decoder architecture based on the 
fully parallel window decoding (FPWD) mechanism is 
the first SC-LDPC decoder capable of achieving a 
throughput exceeding 100 Gbps [33]. In this architec-
ture, multiple window decoders operate fully in paral-
lel, each independently processing a segment of the 
code-word, which significantly enhances decoding con-
currency. To support high-throughput data streams, a 
custom interconnect network is implemented, and the 
CN and VN processors are optimized through pipelin-
ing to eliminate data dependency bottlenecks. Addi-
tionally, by introducing register reuse and efficient 
message update mechanisms, the system achieves a 
throughput of 336 Gbps (operating at 700 MHz) using 
the 22 nm FD-SOI process for an SC-LDPC code with a 
length of 51328, a sub-block size of 640, and a coupling 
width of 1. However, the architecture supports only 
fixed code lengths and rates, which limits its flexibility 
for dynamic or adaptive communication scenarios. 

With the advancement of system-on-chip (SoC) tech-
nology, there remains significant potential to further 
improve data throughput. A key challenge is achieving 

high throughput while supporting diverse code rates 
and lengths to address varied communication needs. 
Recent developments in SC-LDPC codes have demon-
strated notable improvements inflexibility [58, 59]. 
Traditional SC-LDPC codes are typically constructed by 
applying edge spreading to a predefined LDPC block 
code, which inherently limits the design space due to 
structural constraints. In contrast, Edge-Spreading 
Raptor-Like (ESRL) SC-LDPC codes are free from such 
dependencies and directly target the optimization of 
the coupled matrix from the ground up [58]. This de-
sign philosophy introduces structural asymmetry, 
providing greater flexibility in constructing the coupled 
protograph. The ESRL code structure is described by 
the triplet B, T, Q, B is the uncoupled protograph, T is 
the edge-spreading matrix, and Q is the tail matrix. By 
enabling flexible tail matrix pruning, ESRL codes sup-
port continuously adjustable code rates, making them 
particularly well-suited for dynamic service require-
ments in 6G scenarios. Under the same hardware con-
ditions, ESRL architecture achieves significantly higher 
throughput than conventional 5G-NR LDPC codes, 
reaching 209.4 Gbps with a maximum block length of 
23790 bits. 

SC-LDPC codes, with their unique structure, remain 
one of the most promising solutions for achieving Tbps-
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level throughput in long block length scenarios, demon-
strating excellent parallelism and hardware adaptabil-
ity [33, 52, 58]. Although LDPC codes offer excellent 
performance and high parallelism in long code scenar-
ios, their performance significantly degrades in short 
code applications. In such cases, short cycles are more 
likely to form in the Tanner graph, leading to poor iter-
ative convergence, increased error propagation, and 
the emergence of error floors. Moreover, LDPC decod-
ers typically consume substantial hardware resources, 
have low efficiency when processing short packets, and 
exhibit poor overall energy efficiency. 

Polar codes also face certain challenges in short code 
scenarios, such as insufficient polarization, latency due 
to their inherently sequential decoding structure, and 
increased hardware complexity caused by multipath 
decision processing. However, these issues can be mit-
igated by introducing CA-SCL decoding to enhance path 
selection reliability [19], applying Fast-SSCL architec-
tures to accelerate decoding, and utilizing path merging 
and sorting optimizations to reduce computational re-
dundancy and hardware costs [60]. As a result, Polar 
codes have achieved a favorable balance between per-
formance and efficiency in short-code control signaling 
in 5G systems. Building on the adoption of Polar codes 
for control signaling in 5G, short-code design in 6G is 
expected to further pursue ultra-low latency, ultra-low 
power consumption, and dynamic adaptability [61, 62]. 
New approaches may include enhanced CRC-aided op-
timization and neural network-based coding schemes 
to meet the increasing complexity and granularity of 
control signaling requirements [63]. Ultimately, the 
goal is to achieve low-complexity, highly reliable coding 
mechanisms for ubiquitous communication, thereby 
supporting the intelligent network infrastructure of 6G. 

 
Uniform channel coding framework 

Given that the 3GPP has yet to finalize the channel 
coding standard for 6G, both academia and industry are 
actively exploring the feasibility of a unified coding 
framework [64]. It is important to note that “unified” 
does not necessarily imply the use of a single channel 
code [64–66]. A unified coding framework can follow 
two main approaches (1) employing a single channel 
code to cover all scenarios, or (2) constructing a flexible 
platform capable of dynamically switching between or 
combining multiple coding schemes. 

The first approach aims to develop a highly scalable 
universal channel code capable of covering a wide range 
of communication scenarios – from ultra-short to long 
packets, and from ultra-low latency to ultra-high 
throughput. A prominent example in this direction is the 
Generalized LDPC with Polar-like Components (GLDPC-
PC) code, which combines the sparsity of LDPC codes 
with the structural properties of Polar codes [66]. Simu-
lation results have shown that GLDPC-PC can outper-
form 5G LDPC codes by approximately 0.3 dB at a BER of 

10−4 under medium code lengths (1024–8192 bits), 
while also reducing the number of decoding iterations by 
about half to one-third. This makes GLDPC-PC a promis-
ing candidate for a unified coding framework in 6G. How-
ever, its robustness and scalability for extreme short-
code (< 128 bits) and long-code (> 10k bits) scenarios 
still require further investigation. 

The second approach in the pursuit of multi-code-co-
operative unified FEC architectures is exemplified by 
three recent works, which reflect distinct but comple-
mentary strategies toward this goal: model-level ab-
straction via neural networks, instruction-level pro-
grammability, and full hardware-level integration [65, 
67, 68]. First, the Unified Error Correction Code Trans-
former (UECCT) introduces a transformer-based, code-
agnostic neural decoder capable of simultaneously de-
coding multiple linear block codes (LDPC, Polar, BCH) 
within a single architecture [65]. This work establishes 
a new model-level unification paradigm based on deep 
learning, offering enhanced flexibility and scalability 
for AI-native 6G receivers. It is particularly well-suited 
for short-packet communications, control channels, 
and intelligent edge applications. At the microarchitec-
tural level, multi-mode platforms such as the Quad-
mode Forward Error Correction Application-Specific-
Instruction-set Processor (QFEC ASIP) propose a soft-
ware-defined decoder supporting LDPC, Polar, Turbo, 
and convolutional codes [67]. QFEC offers a compelling 
programmable decoding solution with excellent area 
and energy efficiency, suitable for SoCs and software-
defined radio (SDR) platforms in heterogeneous net-
work environments. Finally, at the hardware integra-
tion level, a chip-level solution supports LDPC, Polar, 
Turbo, and convolutional codes under a unified data 
path and memory system [68]. This design represents 
the hardware-level convergence of multiple decoding 
logics and resources, effectively addressing scalability 
bottlenecks in large structured codes and enabling real-
time decoding for 6G transceivers. The development 
status of these three types of multi-code cooperative 
frameworks is summarized in Table 5. Those research 
works collectively demonstrate that multi-code coop-
erative frameworks is a viable route toward 6G FEC 
unification. The direction forward lies in cross-layer co-
design that enables adaptability, reuse, and efficiency 
across multiple abstraction levels. However, such coop-
eration also introduces overheads in design complex-
ity, scheduling, and memory management, which may 
limit scalability in real-time applications. Moreover, 
while these solutions achieve decoder-level integra-
tion, full stack-level convergence – particularly in link 
adaptation and cross-layer control – remains an open 
research challenge. 
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TABLE 5. Development Status of These Three Types of Multi-Code  
Cooperative Frameworks 

Layer Representative Work Key Innovation 

Model UECCT 
Transformer-based neu-
ral decoder with shared 

logic 

Micro-
architecture 

QFEC ASIP 
Instruction-level decoder 

with mode reusability 

Hardware SoC 
Fully Configurable 

Decoder 

Unified data path, com-
pression, quad-mode 

chip 

 
Challenges and future directions  

In 6G systems, both LDPC and Polar codes face signif-
icant challenges related to computational complexity, 
which becomes increasingly critical given the rising de-
mands for ultra-high data rates and ultra-low latency. Ef-
ficient hardware implementation is another pressing is-
sue, especially in largescale, resource-constrained 6G de-
ployments. One of the core challenges is to strike a bal-
anced trade-off among error correction performance, 
energy efficiency, and decoding latency, ensuring that 
these channel coding techniques can adapt to diverse 
and dynamic application scenarios. 

Looking ahead, LDPC and Polar codes are expected 
to increasingly integrate with AI techniques to enable 
intelligent adaptation and optimization. By leveraging 
channel state information and historical data, AI-
assisted encoders and decoders can dynamically adjust 
parameters to optimize performance under varying 
channel conditions. Additionally, the use of general-
purpose processors such as GPUs can facilitate struc-
tural optimization and decoding acceleration. Specifi-
cally, GPUs can help optimize interconnect topologies 

for LDPC codes and enhance path selection strategies 
for Polar codes, ultimately improving energy efficiency 
and boosting overall throughput. These directions rep-
resent promising pathways toward making LDPC and 
Polar codes more robust, flexible, and scalable for fu-
ture 6G communication systems. 

 
Conclusions  

In the paper, we analyze the development status of 
LDPC and Polar codes in the context of 6G communica-
tion, with particular focus on the design considerations 
for long and short code blocks. Significant progress has 
been made in achieving Tbps-level throughput for 
short codes, where Polar codes demonstrate outstand-
ing decoding efficiency and energy performance. How-
ever, LDPC codes offer superior flexibility and adapta-
bility, making them more favorable in dynamic commu-
nication environments. 

For long block length scenarios, SC-LDPC codes 
maintain a strong advantage due to their structured 
parallelism and hardware scalability. In contrast, polar 
codes face limitations stemming from their sequential 
decoding nature, channel polarization dependency, and 
implementation challenges at large code lengths. 

Importantly, we emphasize that the evolution of 6G 
channel coding should not be viewed as a competition 
between LDPC and Polar codes, but rather as a path to-
ward coexistence and potential integration. The emer-
gence of unified frameworks – such as GLDPC-PC codes, 
AI-assisted decoding strategies, and reconfigurable 
multi-mode platforms – indicates a promising direction 
for designing adaptive and efficient FEC architectures 
capable of meeting the diverse demands of 6G systems. 
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