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Abstract: Flying Fog Mobile Edge Computing can play a pivotal part in the field of smart agriculture. Moreover, is an
ideal choice for the significant features it enjoys such as its capability of functioning in remote locations, its wide
coverage of areas, sufficient bandwidth, as well as its ability of dealing with connectivity issues. Hence, it is essential
for smart agriculture provided with loT devices to utilize offloading data in a real time and execution the satisfactory
steps for a certain circumstance by using flying fog mobile edge computing. Flying Fog Mobile Edge Computing is a
good choice to treat connectivity issues. In this paper, proposed a cooperation paradigm of UAVs and IoT devices
towards smart agriculture for offloading and executing the computation tasks on-behalf IoT nodes by using dynamic
programming algorithm and get satisfactory solution for constrained optimization problem and achieving minimize
delay to accomplish tasks.
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AHHoOTanug: Jlemarwowue MoOUIbHbIE 2PAHUYHBIE SbIYUCACHUS MO2YM Cblepamb KAYE8Y0 poJab 8 064acmu «yM-
Ho20» (UHMeA/1eKMya/IbHO20) ceabCK020 x03sticmea. Kpome mozo, 3mo udeasibHblll 8b160p 6/1a200apss MmakuMm 8axc-
HbILM XapaKkmepucmuKkaM, Kak 803MOMCHOCMb pabomul 8 y0a/eHHbIX Mecmax, Wupokuli oxeam meppumoputl, docma-
MOYHAs NPONyCKHASA CNOCOBHOCMYb, @ MAKMHCe CNOCOOHOCMb pewambs Npob.aembl ¢ NoOKA0UeHUeM. [151 «yMHO20» ceb-
CK020 x0351iicmea, ocHaujeHHo20 [oT-ycmpoticmeamu, 8a*CHO UCNO.1b308aMb 8bI2PY3KY OAHHbIX 8 pexcuMe pealbHo20
8peMeHU U 8bIN0HAMb y008./1emaopumeibHble wazu 015 onpedeseHHbIX 06cMosMenbcma ¢ NOMOWbI0 MOOUABbHBIX
2PaHU4HbIX 8blMUCAeHUlL Jlemaroujue MOGUIbHBIE 2PDAHUYHBLE 8bIMUCACHUS — XOPOW UL 8b160p 0151 peuleHusl npobiem
¢ nodkawveHuem. B cmamve npedaazaemcs napaduema compydnuvecmsa BIIJIA u «mup» IoT 8 unmepecax unmen-
JIEKMYANbH020 CeAbCK020 X0351licmaea nymeM 8bl2py3KU U 8bINOJIHEHUS! 8bIMUCAUMEAbHBIX 3ada4 om umeHu loT-y3108
3a cyem UCNo/Ab308AHUS A120pUMMA OUHAMUYECKO20 NPO2PAMMUPOBAHUS U NOJIyYEHUS Y008/1ema8opumenbHo20 pe-
weHus 3a0a4u oNMUMU3AYUU € 02PAHUYEHUAMU,  MAKX*Ce MUHUMU3AYUU 3a0epicKu 0151 8bINOIHEHUS 3a0aY.
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1. Introduction

Unmanned Aerial Vehicles have been an important
part to assist terrestrial networks. Thus, they can con-
tribute considerably in providing extra functional di-
versity in assisting 5G and next generations of mobile
networks. Moreover, for their ease of deployment and
observability, it could be used in a different commercial
applications and civil purposes such as surveying and
mapping, aerial base stations, search and rescue, and
development of new user equipment, deployed both for
computing, data gathering, surveillance, provide con-
nectivity, traffic management, etc. Moreover, the per-
formance criteria of 5G networks in the context of en-
hanced reliability, low latency, peak throughput per
connection, high speed, and consuming low power
makes the UAVs one of the most important options to
achieving all issues mentioned above.

A wide range of use cases can be imagined for UAVs
which, in general, can be categorized into two im-
portant paradigms: the UAV acting as part of wireless
communication infrastructure, and the UAV acting as a
mobile terminal. Furthermore, terrestrial base stations
BSs have been recently assisted by UAVs, hence, their
capacity has been extended in terms of resource alloca-
tion and coverage. Also, they assist WSN (wireless sen-
sor networks), IoT (Internet of things), and support
Smart cities [1]. Forming flexible aerial platforms, UAVs
can be easily employed in the sky [2]. In addition, using
5G networks, seamless connectivity can be well sup-
ported and multiple QoS requirements can be guaran-
teed for many devices, with a large amount of data be-
ing handled, which are generated by physical environ-
ments [3]. Thus, wireless communication systems of 5G
and beyond can boost the support of platforms of aerial
communication access. With such capacities, UAVs are
considered an integral part of the future generation of
mobile networks. They can work jointly as a single sys-
tem [4]. UAVs have also been used for other purposes
in smart agriculture provided by IoT devices like com-
puting, aerial sensing, monitoring, data collection,
tracking, and communication.

The current paper proposes a new computing para-
digm which is flying fog edge computing based on UAV-
MEC assisted 10T devices in smart agriculture. Where,
IoT are small limited resources devices that generate
data from the surrounding environment. The [oT de-
vices don’t have ability to do computing and processing
the data because of they have limited resources [5]. In
conventional techniques, the computing is imple-
mented by transfer data to a central base station with
server provided via multi-hops and relays, leading to
delays and errors [6]. For such issues, flying fog compu-
ting based on UAV-MEC play a vital role to accomplish
the computation tasks on-behalf IoT devices by offload-
ing data from IoT nodes to nearby flying UAV [7, 17]. As
well, the effective cooperation between UAVs and loT

devices to processing and offloading data can be lever-
aged in real-time. Thus, the flying fog computing based
on UAV-MEC can reduce the execution time delay of the
IoT devices, by offloading data to be processing (IoT de-
vice to nearby UAV, instead of loT device to a far-away
base station). This extends battery life [8]. Further-
more, UAVs can be used in various positions; they can
carry flexible loads, measure and provide analytics
about anything anywhere and at any time. The signifi-
cant aspects that cooperation of UAVs and 1oT have are
represented by the better connectivity and delivery of
high QoS as well as lower prices. The UAV-based MEC is
equipment onboard devices such as memory, digital
cameras, sensors, communication technologies, and ac-
tuators [18].

2. Related works

This part highlights the most relevant works that ex-
amined cooperation UAV and IoT devices in many ap-
plications. The authors in the study [9] survey the ap-
plications and techniques of drones and IoT collabora-
tion, which have been recently proposed in order to
augment the smartness of cities. The authors highlight
in a comprehensive manner, the recent and current re-
search on drone and IoT collaboration to improve the
real-time application.

In the [10] the researchers introduced UAV-enabled
intelligent transportation for a smart city. They investi-
gated the potential challenges and applications for UAV
enabled intelligent transportation for next generation
smart cities.

Furthermore, the author of [11] addressed drone ar-
chitecture as a method of delivering IoT services
through a drone. The authors investigated employing
RFID-equipped drones (Radio Frequency Identifica-
tion), together with cameras and sensors for data col-
lection.

The authors of [12] described the data gathering
from IoT devices by using swarm of UAVs for the trans-
mission power to be minimized from [oT devices. It was
shown that each UAV delivers services on the ground to
10T cluster devices by considering the mobility of IoT
devices in smart cities.

The hierarchical structure based on the collabora-
tion between associated wireless sensors and UAVs in
[13] presented crop monitoring in (PA) or precision ag-
riculture. The authors demonstrated that the collabora-
tion in such specific applications is an efficient solution
for control, collecting data, and analysis by integrating
UAVs with IoT and ground sensors. The effective man-
agement of network load and latency through opti-
mized routes of UAV and in-situ data processing has
significant benefits not only in online data collection
but also relaying the data to a central monitoring point.
The Authors in [14] used edge computing paradigm for
smart agriculture to gathering data, exploiting tasks,
and the prevalent issue of internet access.
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3. System model and scenario

The proposed system model consists of a set of [oT
nodes distributed in the smart agriculture that gener-
ate data and need to be processing. Also, the system has
two flying UAVs one of them is UAV-MEC equipped with
mobile computing server, as well as the remote base
station provided by edge computing server as in the fig-
ure 1. The data will be processing either at nearby [oT
nodes by flying fog edge computing server UAV-MEC or
remotely at central edge cloud computing server. For
first scenario, the flying fog mobile edge computing sys-
tem, a UAV as MEC has been used, where the data will
be offloaded from IoT nodes to nearby UAV-MEC which
equipped with a computation resources, it has ability to
store, processing and analyze data [19, 20]. The second
scenario is remotely computing system, where the UAV
as relay has been used to transfer data from [oT nodes
to central edge cloud computing server via a wireless
channel as shown in figure 1.
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Fig. 1. System Model

The IoT nodes generates N independent tasks of
computation that need to be processed. To accomplish
the task, the data are offloaded and processed either at
UAV-MEC when a binary computation offloading deci-
sion a; is ‘1’ or remotely at central edge cloud server by
transfer tasks via UAV-relay when a binary computa-
tion offloading decision a;is ‘0":

1 at UAV — MEC
a; = 0

at edge cloud server "
The following equation calculates the maximum rate
of uplink data where the data of computation task are
transmitted over the wireless channel [15]:

I% IoT,UAVGIOT,UAV) &)

D =w=lo (1 +
10T,UAV 82 ow

where, w represents the channel bandwidth; Gt yav is
the channel gain between loT node and UAV and edge
cloud server; Pi,ryay is the UAV transmission power
and IoT device, and o is the density of noise power.

3.1. Computation model

This subsection presents the computation offload-
ing model. First, the 10T nodes has N independent
tasks of computation requiring completion. A tuple

{8, C;, TEONSTraint) represents the task required for each
computation task i, where Siis the size of data required
to be transmitted, C; is the total number of CPU cycles
and TForstraint jg the deadline required for task i to be
completed.

Flying fog computing

In flying fog computing case, where the computation
task i is offloaded and processed at UAV-MEC. The IoT
nodes looks for UAV-MEC to check availability of re-
sources to perform the task or not.

The transmission delay of computation task i from
IoT node to UAV-MEC can be expressed as:

trans S"
Tor-vav = 5~ (2)
IoT

and the processing delay of computation task i in the
UAV-MEC can be formulated by the following equation:

G

process
T, g
UAV

UAV-MEC —

(3)

where Fy,y is the computational capability of UAV-
MEC, from (2) and (3) the total processing delay at
UAV-MEC can be calculated as:

total __ mtrans process
Toav-mec = Tior—vav T Tyav_mec (4)
Ttotal _ i Ci 5
UAV-MEC = ] o (5)
ot Fuav

Edge-cloud server computing

In edge-cloud server computing case, where the
computation task i of IoT nodes will be transmitted to
edge cloud server via UAV-relay and will be processed
there. The transmission delay from UAV-relay to edge
cloud server of computation task 7 of [oT node can be
expressed as:

trans Si
TUAV—server = D— (6)
UAV

The processing delay of computation task i of loT
node at edge cloud server can be expressed as:

Ci
L (7)

Fserver
where, Ferver is the computational capability of edge

cloud server.

Pprocess _
server

Last, the total computation for transmission and pro-
cessing delay at edge cloud server can be calculated by
summation (2), (6) and (7):

total __ grtrans trans process
Tserver — !1oT-UAV + TUAV—server + Tserver 4 (8)
Ttotal Si Si Ci 9)
server — D D F
IoT UAV server

The total overhead delay for processing the compu-
tation task i can be expressed as:

total

total _ total
T = o;Tyav-mec + (1 — o) Tserver-

(10)
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3.2. Problem statement

This section examines the achieving efficient delay
computation offloading based on flying fog computing
system for smart agriculture.

The issue of computation offloading is formulated as
the following constrained optimization problem:

N
min z Titotal'
i=1

s.t Titotal < Ticonstraint c1
a; € {0,1} C2

(11

The aim of this study is minimizing the weighted de-
laying sum by distributing the task offloading. The con-
straints C1 represents time consumption upper
bounds. Constraint C2 is the guarantee that the varia-
bles of offloading decisions are binary values.

4. Computation offloading algorithm

The computation flying fog computing offloading al-
gorithm in this paper based on “Dynamic Programming
with Hamming Distance Termination (DPH) algorithm”
[16]. The algorithm provides inclusive process to find
the decisions of optimal computation offloading of fly-
ing fog computing system. Initially, The IoT nodes of-
floads the task i to nearby UAV-MEC when a; = 1 or to
the edge-cloud server when o; = 0. Dynamic program-
ming is the basis of the proposed algorithm is based on
by using N X N table (where N is the number of tasks
that need to be processed). The table is used to store a
bit stream to ensure which task will be processed
nearby at UAV-MEC and which tasks will be executed
remotely at edge-cloud server. In the table, the random
bit streams that are generated are filled as ones (1s) in
the following horizontal cell. The zeros (0s) are filled in
the following vertical cell. The first cell is empty all the
time. When the first bit is 1, then the starting cell is
(1, 2). When the first bit is 0, then the starting cell is
(2, 1). To illustrate the process of filling in the table the
random bit stream generated, let us propose that N = 8,
the first random «; bit stream is 00110100 (red bits),
and the second random bit stream is 10101101 (black
bits). Then (2, 1) is the first stream starting cell where
the first bit was 0. On the other hand, (1, 2) is the second
stream starting cell as long as the first bit is 1. By fol-
lowing this rule to fill the tables, the resulting stream as
shown in the table 1.

TABLE.1 Random Bit Stream

1

0o |1

0|1 |10l 11
0 01

O ||| =

From the table, we calculate the delay of each task by
each cell has 0s for flying fog computing case and each
cell has 1s for edge-cloud server computing case. The
computation offloading algorithm proposed in this pa-
per is shown below.

The Computation Flying Fog Offloading Algorithm Based
on Dynamic Programing Tables

1. Initialize Time matrixes and set the Completion deadline
(T¢°mstraint) and Transmission Rate

2. generate a task (randomly)

3. Loop iteration

4. generate a random bit stream

5. calculate delay for tasks of 0T nodes (at UAV-MEC, at edge-cloud
server)

6. check the first bit to specify the starting cell in the first table

8. loop i to N-1

9. if bit(i) == 1 in the table (UAV-MEC)

10. regenerate random bit (0 or 1)

11. endif
12. Put each bit of the bit stream in the correct position in table
13. if this specific cell in tables is visited before compare the new

Total delay of this cell
with the previous one

14. if the new Total delay of the cell is less than the previous
one

15. Replace the total delay of this cell with the new calculated
amounts.

16. Calculate the delay of the remaining bits of the new bit
stream

17. else

18. Keep the previous total delay in the cell.

29. Calculate the delay of the remaining cells of the new
stream based on the existing amount of this cell

20. end if

21. end if

22. end Loop

23. if Number of bits in tables = N & Ttotal < T{°"sTeint &
hamming distance criterion is met

24. return Ttotal

25. end if

26. end Loop

5. Simulation setup and results

The simulation of our work was implemented by
Matlab environment. The parameters that applied in
this work it shown in the table 2.

TABLE 2. Simulation Parameters

Parameter Value
Number of tasks N 15
Data size Si 10-30 MB
CPU cycles Ci 1900 Cycle/s
Time Constraint T,constraint 0,002 s
Transmission data rate Dior, Duav 3-9 Mbps
Computation capacity of UAV-MEC (Fyay) 500 MHz
Computation capacity of edge-cloud server (Ferver) 1000 GHz

The number of tasks is set as N = 15 and 5 as the
number of [oT nodes. The computational capabilities of
UAV-MEC and edge-cloud server are 500 MHz and
1000 GHz, respectively. Hence, data size augmented
randomly from 10 to 30 Megabyte. The CPU cycles
needed to perform the task i is 1900 cycle/s. According
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to the distances, the rates of transmission data also
changed randomly 3 to 9 Mbps, which means that
shorter distances mean bigger rate of transmission.

Figure 2 the delay versus transmission data rate, as
shown in the figure, the delay decreases whenever
transmission data rate increase when IoT nodes of-
floads all task to UAV-MEC or to edge-cloud server. As
well as, in the Figure 3 the delay versus computational
capability in case flying fog computing and edge-cloud
server computing. The figure shows that the total delay
decreased when increasing the computational capabil-
ity when IoT nodes offloads the tasks to UAV-MEC or to
edge-cloud server.
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Fig. 3. Delay VS Computational Capability

In the figures 4 and 5, the delay in both figures in-
creased linearly with increase the data size and number
of tasks that generated from IoT nodes. As shown in the
figure, the total delay is maximized when the tasks are
offloaded and executed at UAV-MEC or remotely at
edge-cloud server. The delay in case of flying fog com-
puting much higher than the delay in case of edge-cloud
server because of the computation capacity of edge-

cloud server much higher than the computation capac-
ity of UAV-MEC.
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Accordingly, to reduce the delay of computation task
need to increase either the computational capacity of
UAV-MEC or increase the number of UAV-MEC as
shown in the figure 6.

Conclusion
In this paper, presented a computation offloading

the network near data sources. The UAV and edge com-
puting providing a promising solution for efficient in-
telligent IoT applications. We have formulated a delay-
efficient computation offloading problem. Then we are
proposed algorithm to solve the formulated problem, it
was “Dynamic Programming with Hamming Distance
Termination (DPH) algorithm” which showed good re-

sults to solve the proposed problem and realize a com-
putation offloading tasks. The objective of work is to
minimize the total delay to processing the data of [oT
devices. In conclude, the results showed that the
greater data rate, and greater the computational capa-
bility in both UAV-MEC and remote edge cloud server,
the less delay to accomplish the tasks.

model based on flying fog mobile edge computing to as-
sisting IoT devices in smart agriculture by using UAV
mounted with computation resources, as well as re-
mote edge cloud server. The processing and the ser-
vices will be provided to the IoT devices either by
nearby UAV-MEC or by remote edge server. The evolv-
ing of edge computing brings computing to the edge of
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